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I. Introduction

In law enforcement practice globally, Big Data analytics (still) play a greater role than the use of specific AI, insofar as this goes beyond the collection and analysis process of the various data streams. A somewhat different picture emerges when looking at threat prevention. Here, AI is increasingly being used, especially in the area of predictive policing, where it goes beyond retrograde analysis to make real predictions and thus (at least) predetermine human decisions. In recent years, a new phenomenon has emerged: the same tools are being used in both security and law enforcement. This mixed situation arises primarily from the surveillance of "threats" in the area of preventive counterterrorism. What is particularly novel is the fact that the legal requirements for use are standardized almost identically in Germany. Another example of this from the area of general crime is the use of so-called "extended DNA analysis" (Forensic DNA Phenotyping - FDP).¹

1. Changes in Central Areas of German Criminal Procedure

In addition to these structural aspects, the new technologies harbor specific risks. Some central potential dangers of the use of AI can be described with the key words "lack of understanding of processes," "lack of transparency," "lack of individual fairness," "promotion and reinforcement of existing inequalities," "lack of evaluation level," and "problem of trust-based decisions."² In addition, there are documented instances of discrimination and racism in algorithmic bias and datasets, behind which lie real social problems, including in law enforcement. The use of data analytics seems to make these problems at least more salient, as tendentious analyses can often still be tracked.

Bias can arise outside the analysis process performed by the AI, particularly by those involved in the design, process, and evaluation of data processing. In this context, the origin of such an error is de facto in the human domain - such as incorrectly or carelessly selected learning data or a lack of ability to interpret it properly. However, within the processes automated with the help of an AI, certain factors, such as the design of the algorithm based on certain assumptions and classifications, can also amplify, modify or distort the error. AI can increase the impact of errors or make them more difficult to detect. Multiple errors can occur, for example, because both the selection of the input data and the interpretation of the result of an analysis as evidence are not carried out appropriately.³ In the area of security and also law enforcement, they can lead to serious misinterpretations and misjudgments, such as the surveillance and prosecution of innocent people or the violation of elementary principles, e.g., the presumption of innocence.

2. Law Enforcement and Public Safety in Germany

In addition, there is a tendency to mix the tasks of the police - which, at least in Germany, are historically and constitutionally separate: preventive danger defense and reactive
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² Momsen/Rennert, Big Data-Based Predictive Policing and the Changing Nature of Criminal Justice - Consequences of the extended Use of Big Data, Algorithms and AI in the Area of Criminal Law Enforcement KriPoZ 2020, S. 160 ff.
prosecution of criminal offenses. If the same tools and data sets are used in both areas, individuals and groups that were only classified as dangerous with a certain probability may automatically become suspects if corresponding crimes are committed. The overlap is clearly visible at the boundary between predictive policing and suspect investigation.

Central elements of criminal proceedings are being - one could call it - "policing". This applies, for example, to the concept and function of suspicion as well as to the concept, function and legal status of the accused.

3. Privatization and Internationalization of Criminal Proceedings

Another change is the increasing involvement of private institutions with their own (profit-oriented) interests in security and criminal justice that are not primarily committed to the common good. In the resulting relationship between private prosecutors and private suspects or defendants, fundamental rights apply only to a limited extent, even if one assumes the theoretical third-party effect. At the same time, this weakens the fundamental rights-related safeguards of individual rights, especially the position of the accused in criminal proceedings. Therefore, a new legal protection paradigm needs to be developed that is tailored to this changed situation. This is made more difficult by the fact that private actors are increasingly entering the playing field in positions that are central to investigations. For example, the companies that design the tools and program the algorithms, but also those that (have to) make the data they collect available for completely different purposes. These often have contractual relationships with data subjects, as do social media providers. Citizens are thus no longer confronted only with the state, but with an opaque mixture of state authority and private (de facto or contractual) power. In addition, due to the structure of private actors, but also due to the increasing exchange of data between national authorities, for example within the EU, many questions of individual rights protection are taking on an international component. In addition to national data protection law, international data protection regulations and agreements are therefore also gaining influence on law enforcement. 4


If technologies are to be used responsibly, it is therefore necessary to design a newly coordinated set of institutions to safeguard individual legal positions in criminal proceedings.

Due to their international structure, human rights come into focus here. Human rights, as formulated in the classic form in the Universal Declaration of Human Rights in 1948, must be adapted to living conditions in a digitized environment. Human rights must also be addressed vis-à-vis private entities (companies) when they become an inseparable part of the government's power structure or themselves act as a public authority vis-à-vis citizens who are in fact hierarchically subordinate. 5 In part, this leads to a moderate reshaping of core rights such as privacy. In some cases, however, rights need to be reshaped to ensure vital access to digital resources. In some cases, European legal systems are ahead of U.S. legal practice in this regard, particularly with respect to privacy and so-called fundamental IT rights.

The problem of the human rights approach is also well known and touches on this discussion in various ways, as part of an emerging paradigm of digital citizenship outlined in the inaugural white paper in this series. Assuming that human rights are recognized by most states, legal relationships between private actors, companies and users or otherwise affected parties, would also have to be included in the scope. Accordingly, a distinction must be made between those private actors who can invoke the protection afforded by human rights (legal entities) and those on whom a corresponding obligation to protect is to be imposed in parallel with state actors. The latter group in particular needs to be outlined. The manifold considerations and regulations on "Corporate Social Responsibility" (CSR) can be made useful here.

II. Artificial Intelligence in Criminal Proceedings

1. Algorithms

An algorithm is generally described as "a finite sequence of well-defined, computer-implementable instructions, typically for solving a class of problems or performing a computation. Algorithms are always unique and are used as specifications for performing computation, data processing, automated reasoning, and other tasks."

2. Selection of Incoming Data

Crucial to our analysis is that algorithms depend not only very much on proper design, but even more on the input data and the selection and selection criteria of that data. Secondly, it is important to keep in mind that the algorithm works with distinctive data/information and is very much oriented towards the largest number of funds (as the criteria match). As Richard Berk wrote, there have been a number of important recent developments that go far beyond the state of the art, even 5 years ago. Last but not least, context must be considered. For example, algorithm-based analytic tools will not meet the needs of decision makers if the context on the one hand and the consequences of prediction errors on the other are ignored. Particularly in the area of offender attribution, there is a great danger of falsification by biased selection criteria - often already due to "criminalistic experience" in the sense that certain factors such as residential area, income, origin, for example, are placed in an objectively non-existent dependency relationship with the commission of crimes. Therefore, heuristic biases must be checked throughout the process. Starting with the design of the algorithm, taking into account the learning and input data, and last but not least the interpreting humans at the input, output and decision
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level. The same applies to recent controversies about racial bias in criminal justice prediction tools.  

3. Prognostic Decisions and Parole Decisions

One of the most problematic but relevant areas for the use of algorithms is probation predictions. They are of particular interest because the risk numbers closely resemble predictive policing. Richard Berk (2019) showed that the accuracy of parole predictions is difficult to determine, despite their widespread use. Even less is known about the accuracy of similar predictions in other criminal justice decision-making situations. According to Berk, the most obvious obstacle is that too few forecasting procedures have been empirically evaluated. Even when serious evaluations are reported, it appears that they are often poorly conducted. For example, the same data are used to create and test a forecasting procedure. Such "double-dipping" has long been known to make forecasts appear more accurate than they actually are. As a result, the accuracy of criminal justice forecasts is still considered to be largely unknown and inconsistent.

But efficiency seems to have increased. Recent advances in statistics and computer science are setting new standards for predictive accuracy, at least in principle. Apparently, the effort will be enhanced when these tools are combined with the increasing availability of very large data sets with hundreds of potential predictors. Regardless of how past criminal justice performance has risked predictions, it may now be possible to make much better predictions. This, however, again involves the relationship to privacy discussed above. This is all the more true when, outside of parole predictions, data are at stake under the protection of the presumption of innocence.

4. Perception and Interpretation Errors

Another general problem, which seems likely to be exacerbated by the use of algorithms or AI, is the impact of only seemingly objective presumptions and biases. Like cognitive dissonance, these confounding factors have always challenged routine criminal risk predictions because of a lack of transparency and fairness. Especially in light of the selection of learning and control data used to feed AI-based systems, the causes of bias in the criminal justice system need to be examined more closely. Against the backdrop of practices, particularly in the United States over the past decade, such as mass arrests, racial profiling, suspicionless stop and frisk, and, of course, the use of lethal force by police, the question arises as to how the use of AI may play out in this regard. Recent research shows that unanalyzed or inadequately analyzed risk predictions can make matters worse. Obviously, the risk of misinterpretation increases the more the process is automated and

---

Implications and Limitations of the Use of AI in Criminal Justice in Germany

the less it is understood. Structurally, related problems are also evident in law enforcement in Germany.

III. Specific Impact of "Big Data" Processed and Analyzed with Algorithms / AI

1. Added Value of the Analysis of "Big Data" in Investigative Contexts

The basic conceptual understanding of "Big Data" contains four points: It is large amounts of data (volume) that have a different format (variety), move quickly (velocity), and have a pattern through which value can be created from the data (value). This added value can take many different forms. Currently, it is even more evident in its use by companies, especially in the IT sector. When talking about private companies as developers, producers, sellers or service providers of databases, tools or infrastructure, a currently underestimated but crucial new player enters both the police and law enforcement context. Crucial, even in the law enforcement context, is the ability to link different data resources to add value. Insofar as linking preventive police and criminal justice data is concerned, this can promote the aforementioned merging of the two areas.

2. Problems of Participation by Private Actors in Algorithm-Based Investigative Work

To the extent that private actors are now processing the data and, if necessary, making appropriate linkages, the following aspects are relevant: (1) Private companies are neither designed nor intended to improve the common good. In a capitalist economic system, they are designed to increase the profit of their shareholders. (2) They are not traditional addressees of fundamental or civil rights, and they have no formal duty to protect these rights - at least from a traditional perspective of these rights as defensive rights against state intervention. (3) In companies, lawsuits are often caused by a multitude of individual sub-decisions. Criminal imputability threatens to fade away within a structure of "organized irresponsibility." (4) Private companies own the architecture and design of algorithmic tools as intellectual property. The protection of this property allows them, to a large extent, not to disclose it to the public or to users.

"Predictive policing" is not primarily used to predict specific crimes, but to focus on specific groups of addressees, customers or voters. For many companies, the specific advantage lies primarily in collecting and evaluating as much data as possible about consumer behavior in order to promote an advertising message or service tailored to the individual. The necessary data can be collected by the company itself by storing, evaluating and later analyzing the ordering behavior of individual users. On the other hand, the services of other companies that have easy access to large amounts of personal data, such as Google and Facebook, can also be used for this purpose. Since the latter companies offer most of the services to end consumers without any financial consideration, the business model is essentially based on the profitable marketing of the collected data.

Accordingly, the added value for companies is created not only by the mere collection of raw data, but also by the subsequent processing and sale of the knowledge gained. The processing is done by rule- or example-based algorithms, i.e., the behavior of consumers
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17 In Germany, too, the first steps in this direction have been taken, for example by companies such as Palantir.
on the Internet is analyzed by an algorithm that is either based on certain rules defined by
the creator of the algorithm or recognizes a certain buying behavior based on empirical
values. These preconditions can, in the worst case, lead to various confounding variables
if the analysis tool designed for a different purpose is used in the field of law enforcement,
where a large number of economically interesting criteria from the social sphere are not
likely to be included in the analysis due to the presumption of innocence, among other
things.

3. Big Data in Criminal Investigations

Algorithm-supported data analyses are used outside the field of criminal law in the legal
sector, for example to reduce the effort involved in due diligence processes as part of
corporate acquisitions. For this purpose, algorithms are used to search in digital
documents and so-called red flags are recognized on the basis of empirical values. The
microanalysis of voter data to predict and influence their future voting behavior (as in the
case of Cambridge Analytica) presents possibly the best transitional use case to full
"predictive policing." Obviously, this technique has good theoretical applications in law
enforcement as well. Dataset analysis is shaping contemporary policing: sample-based
algorithms are admittedly currently used primarily to predict the likelihood of committing
crimes according to certain spatial criteria. Add DNA analysis, especially the newly added
"advanced DNA analysis" (so-called "forensic DNA phenotyping"), and a smooth transition
to law enforcement becomes apparent. The predictive criteria are equally suitable for
offender profiling. At the same time, the redundancies involved are obvious: if the same
data were evaluated using the same methods and criteria, there would be a certain danger
of generating suspects for future offenses for oneself and also automatically prosecuting
them as potential offenders later on, a form of "self-fulfilling prophecy." 19

4. Flawing the Presumption of Innocence – German Constitutional Questions

The AI-supported analysis of "Big Data" makes it possible, for example, to monitor people
in real time and theoretically almost completely, for example by using video cameras and
smartphone data with communication and location information. But human-generated data
can provide information about more than just the present or the past. By correlating past
behavior with statistical probabilities, Big Data can (presumably) predict future behavior or
estimate the dangerousness of places, e.g., probability of home burglaries in certain areas.
Thus, two processes become relevant for criminal law consideration: first, the collection of
data and, second, the use of the collected data for criminal proceedings.

Police work can already come into conflict with the presumption of innocence when
collecting data. A restriction of the presumption of innocence is initially present if
proportionality is not maintained. This can occur in particular when data on unsuspected
persons is accessed too extensively and too intensively in order to obtain a quantity of
data capable of analysis. "Big Data" is, however, by definition only meaningful if as much
data as possible is available. Therefore, measures taken on the basis of "Big Data" must
be reviewed for their proportionality. This applies to a greater extent in the case of AI-
supported data analysis, since data of suspected and unsuspected citizens are used

18 Leah Wisser, Pandora’s Algorithmic Black Box: The Challenges of using Algorithmic Risk Assessments in
Analytica and the Plot to Break America: Inside Cambridge Analytica’s Plot to Break the World, London, New
Indiscriminately. To this extent, the presumption of innocence is indeed modified at this level, since data collection and analysis are already genuine investigative measures that address groups of people formed according to certain criteria - independent of a specific suspicion of a crime and thus independent of its basis, the principle of individual guilt.

In the case of measures taken in the context of criminal prosecution or averting danger, a conflict of fundamental rights with, for example, the secrecy of telecommunications standardized in Article 10 of the German Constitution or with the fundamental right to freedom, Article 2 of the Basic Law, is conceivable. According to the three-sphere theory developed by the Federal Constitutional Court, interference with the closest sphere of the person, the intimate sphere of private life, is not permissible. In the opinion of the Federal Constitutional Court, this also includes the prohibition of total surveillance, as this would per se constitute an encroachment on the core area of the right of personality. On the other hand, the police have unrestricted access to a wide variety of areas, such as openly accessible social media activities. This creates an intermediate area in which core area information is comparatively easily accessible and may even be made available - albeit with a different purpose - by those authorized to access it, at least to a limited group of people. Within the intermediate area, the requirement of proportionality applies:

"The reason for the absolute protection of a core area of personality development lies in the fact that people are given the opportunity to deal with their own ego in a final space of retreat without having to fear that the state authorities will monitor this. Thoughts are basically free, because thinking is a condition of existence for human beings. These thoughts lack in themselves the community reference, which lies outside the core area of personality development."

For those readers who are not familiar with German constitutional law, the so-called diary decision of the Federal Constitutional Court is of interest. The court had to decide whether and which records in a hidden diary belonged to the most intimate sphere and therefore remained closed to the police taking of evidence. As a result, a diary was generally considered to belong to the most intimate sphere. However, the court made an exception: if it contains thoughts or sufficiently concrete fantasies about the intention to commit serious crimes, these records belong to the intermediate sphere and are accessible to police investigations.

It follows that no absolute protection applies to the police when investigating criminal acts. The same also applies to the planning of future criminal acts. The weighing of interests therefore takes place both in the area of police law and in criminal proceedings according to the criterion of proportionality. The Federal Constitutional Court has developed additional fundamental rights for IT-based measures and the handling of data. For example, in the so-called census ruling, in which it derives from Art. 1 in conjunction with Art. 2 German Constitution, the right to informational self-determination is derived: "A social order and a legal order that make this possible would not be compatible with the
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21 Decisions of the Federal Constitutional Court (BVerfGE) Vol. 65, pp. 1ff, 41 ff. As well as clarification of the basic concept of the right of personality as a constitutional fundamental right.
22 Cf. the "dissenting votes" of Mahrenholz/Böckenhförde/Graßhof/Franßen, who argue for a constitutional violation, in BVerfG, decision of September 14, 1989 - 2 BvR 1062/87, BVerfGE 80, 367, 381
23 BVerfGE 80, 367 (Decisions of the Federal Constitutional Court, Vol. 80, p. 367 ff., decision of September 14, 1989). In the event of a tie vote, no violation of the Constitution was established.
right to informational self-determination, in which citizens can no longer know who knows what, when and on what occasion about them. Those who are uncertain whether deviant behavior will be noticed at any time and permanently stored, used, or passed on as information will try not to be noticed by such behavior. This would not only impair the development opportunities of the individual, but also the common good, because self-determination is an elementary functional condition of a free democratic community based on the ability of its citizens to act and participate”. Further protection follows from this.

Under the modern conditions of data processing, the free development of personality requires the protection of individuals against the unrestricted collection, storage, use and disclosure of their personal data.\textsuperscript{26} The German Federal Constitutional Court recently ruled with regard to the proportionality of investigative measures that, for example, a dragnet is only permissible if high-ranking legal interests are affected, because otherwise the encroachment on the right to informational self-determination of an indeterminate number of citizens cannot be justified. \textsuperscript{27}

5. Changing Concept and Function of Suspicion, the Presumption of Innocence and the Shifted Position of the Defendant in German Criminal Proceedings

As discussed above, the application of the same criteria for individualizing probable dangers and threats as in the prosecution of criminals can lead to the presumption of innocence in criminal investigations being overridden by an attribution of presumptive suspicion to members of particular groups or individuals. In particular, this leads to a problem of proportionality between suspicion and investigation. Insofar as suspicion is replaced by a statistical parameter, it is defined merely in terms of abstract probability parameters. Within this realm, because completely unsuspicious persons are inevitably also covered by the data analysis, the presumption of innocence becomes a kind of presumption of guilt or, to be more precise, the prognosis that takes its place serves, under certain circumstances, to legitimize otherwise inadmissible encroachments on fundamental rights. Thorburn has stated in this regard that profiling schemes lead to the most serious normative challenges of all. These schematized assignments of an accused status or suspicion not only involve the collection of masses of data, much of it without the consent of the person being monitored, but also jeopardize another central concern of criminal law: the presumption of innocence.

Although the creation of probabilistically based categories of suspicion does not in itself formally abrogate the presumption of innocence in procedural law terms, it does threaten the normative foundations on which that presumption rests. The presumption of innocence is fundamentally a normative obligation of the criminal justice system to treat everyone as a free agent, even if they behave in ways that are wholly inconsistent with their prior behavior. Regardless of what actuarial tables tell us about a particular person, the criminal justice system is obligated to treat each person as if we knew almost nothing about his or her past-and to require the prosecution to prove beyond a reasonable doubt that he or she actually committed the specific acts of which he or she is accused. \textsuperscript{28} Criteria such as association with dubious characters, membership in suspicious organizations, and even prior convictions are generally not taken into account in the assessment of suspicion - because in each case they tend to color our judgment of the defendant's guilt, even though,

\begin{itemize}
\item \textsuperscript{26} Decisions of the Federal Constitutional Court (BVerfGE) Vol. 65, pp. 1ff, 43.
\item \textsuperscript{27} Decisions of the Federal Constitutional Court (BVerfGE) Vol. 115, p. 120 ff,
\item \textsuperscript{28} Vgl. dazu auch Richard Berk, Machine Learning Risk Assessments in Criminal Justice Settings, 2019, S. 116 ff., 128 ff.
\end{itemize}
strictly speaking, they are not evidence of his guilt in terms of the specific crime being investigated.  

6. Towards a Probabilistic Concept of Suspicion

Conflicts with the presumption of innocence are mainly due to the measurement of the data in a statistical probability. Since, in the context of security law, the police intervene before the crime is committed, a "false positive detection", although a statistical exception, is practically a constant occurrence, especially in so-called predictive policing, e.g. in the context of "dangerous person detection". Innocent people can thus become the target of preventive police action, even if they never intended to commit a crime. According to recent studies, this can lead to certain population groups being viewed as suspicious more often than others, i.e. discriminated against.

The use of AI and algorithms in data analysis can even reinforce such discriminatory tendencies. In particular, if the selection of learning and comparison data already suffers from corresponding biases. Thus, with respect to DNA analysis, Pfaffelhuber, Lipphardt et. al. demonstrated in an empirical study of the influence of ancestry-related marker selection that algorithmic computation can produce significant amplification effects with respect to these erroneous prior assumptions. They used feature selection theory from statistical learning to obtain AIMsets for BGA inference. Using simulations, they were able to show that this learning procedure works in several cases and outperforms ad hoc methods based on statistics such as FST or informativeness for selecting AIMs.

By applying their method to data from the 1000 Genomes Project, they identified an AIMset of 12 SNPs that, like other published AIMsets, yields a vanishingly small misclassification error at the continental level. In fact, cross-validation shows that there are a variety of sets with comparable performance to the optimal AIMset. On a subcontinental scale, we then find a set of 55 SNPs to distinguish the five European populations. The misclassification error is reduced by a factor of two compared to the published AIMsets but is still 30% and therefore too large to be useful for forensic applications. Law enforcement actions are unlikely to be legitimate on this basis. The problem becomes obvious: the result depends very much on the purity of the learning data. Literally, the more unique the learning data, the better algorithms seem to work. Black is good, white too, but brown is not. Put simply and provocatively, since the algorithm seems to learn better with black and white, it is very likely to later work with criteria that previously matched white and (or more likely) black subjects. The attribution of propensity to danger or suspicion may then quickly prove to be merely self-referential and highly biased.

7. Merging with Security Law and Dismantling Defendants’ Rights

As explained, the use of Big Data and AI seems to dissolve the traditional concepts and categories of criminal law of guilt. As such, this is not a priori an argument against the use of modern techniques in criminal prosecution. What remains decisive is that certain threshold values must be reached in criminal investigations in order to legitimize

investigative measures that sometimes intensively interfere with the human and civil rights of defendants. In this respect, it makes sense to continue to use the differentiated and elaborate concepts of suspicion and the accused and to transfer their core content to modern investigative methods.

As a control consideration, one might imagine that at the end of the data analysis, all criteria can be matched for 10 individuals. What level of suspicion is required, and what level of evidence is required? Is it sufficient if it relates to a group of people, or must it be directed against a specific individual? What is the effect if, although it is indisputable that only one person could have committed the act himself, after the analysis all of them are considered as perpetrators with equal probability? Does suspicion in the criminal law sense arise in this way and can a person become an accused on the basis of such analyses? Will they all be given the necessary teachings and allowed to exercise a full right to silence? Or would it not be much more likely that they would be seen only as suspects to be investigated as if they were perpetrators, but not as defendants with legal authority to actively weaken the case, not only by gathering exculpatory evidence? If so, the likelihood analysis would directly result in the actual persons being considered as defendants, being deprived of key rights.

In order to answer the question of whether the concepts of the methods are so similar that the danger prognosis automatically leads, or at least there is a high probability, that the person brought into focus in the context of the danger prevention methods can also be regarded as a suspect of concrete criminal acts at the same time only on the basis of these prognosis methods, it must be compared to what extent the various methods from both areas of law are consistent and whether the methods can be applied independently of each other at all. Studies on this are still pending.

8. Algorithmic Fairness

Of central importance is whether AI in law enforcement can translate the category of fairness. Elements of such "algorithmic fairness" would be the development of formal fairness criteria and accuracy measures, as well as standards for accuracy, transparency, and validity of analyses. It must also be examined whether the use of these instruments leads to area-specific risks of discrimination and bias. For example, since in criminal cases neither the intermediary procedure nor the main trial structure ensure effective review of possible investigative errors, provided that in many cases there is an overconfidence in the impartiality of investigators, the risks could theoretically be reduced when AI is used in the context of retrospectively analyzing criminal justice. If, on the other hand, the same databases and algorithms are used as for threat prediction, amplification effects could occur on the contrary.

31 Momsen/Rennert, Big Data-Based Predictive Policing and the Changing Nature of Criminal Justice - Consequences of the extended Use of Big Data, Algorithms and AI in the Area of Criminal Law Enforcement KriPoZ 2020, S. 160 ff.
33 Chelsea Barabas, Beyond Bias - Re-imagining the Terms of Ethical AI in Criminal Law, 2019, SSRN-id3377921, S. 19-20
34 Chelsea Barabas, Beyond Bias - Re-imagining the Terms of Ethical AI in Criminal Law, 2019, SSRN-id3377921, S. 1.
Thus, discriminatory sampling of learning data in the predictive policing phase will introduce biases. These biases are adjusted and extrapolated (as self-fulfilling prophecies or "slippery slopes") in a police-led criminal investigation. The decisive factor may be whether the original algorithm-based evaluation procedures are (or can be) verified or whether it remains unclear who designed the learning data with which standards or who determined the evaluation criteria with which individual errors.

Since fairness itself cannot be defined in a binary structure, but in only ethical or philosophical ways, developers of appropriate analytic tools need to think in a utilitarian mode that goes beyond abstract concepts of fairness and focuses on the clearly defined outcome goals of algorithms designed for specific contexts. This requires a case-based approach - identifying a set of test problems against which algorithmic outcomes can be evaluated - in context. Russel, for example, emphasized that algorithms and AI systems are "authored texts," written by individuals and carrying with them the implicit values, biases, and ideologies of their authors.


AI can be characterized as "the ability of a system to correctly interpret external data, learn from that data, and use that learning to achieve specific goals and tasks through flexible adaptation." Partially defined somewhat more broadly, AI deals with intelligent behavior in artifacts. Intelligent behavior, in turn, is said to involve perception, reasoning, learning, communication, and action in complex environments. Or they may be defined as "intelligent agents," i.e., any device that perceives its environment and performs actions that maximize its chance of successfully achieving its goals. The term "rational agent" is also used. The definitions of algorithms and AI thus differ in one key respect, the attribution as an agent.

In this function as a decision agent, an AI appears to make decisions instead of a human individual. This conceptually allows for an AI to make decisions over other humans or by interfering (assisting) in human decision-making processes. The "loop model" of decision making can be used to differentiate whether AIs integrate humans into the decision

37 It is agreed, since there are some decisions to be made by human beings, which are at least the core of legal thinking. These choices cannot be expressed in binary terms because they are deliberative. See Camelia Simoiu, Sam Corbett-Davies, Sharad Goel (2017) The problem of infra-marginality in outcome tests for discrimination, The Annals of Applied Statistics, 11.3, 1193-1216; cited by Martha G. Russell and Rama Akkiraju, Put AI in the Human Loop, 12 -2019, HICSS Workshop -AI-and-Bias, p. 7.
process, keep *them* out of the process, or even subordinate them to the decision.\textsuperscript{44} It is clear that whoever is outside the process cannot be a subject of decision making. The objects of such decisions do not see through the process and can be relatively easily disinform or misdirected by fake news and information.\textsuperscript{45} Obviously, this opens up a wide space to discriminate against disadvantaged populations or individuals. Whereby the disadvantage does not necessarily have to be systemic, but can already arise from the opacity of the decision design of the AI.

IV. Black Box Effects: AI and Law Enforcement

How will AI be used? Once we reach the point where decisions are made by non-human decision makers (a.k.a. machines), we could focus on the design of the algorithm and the selection and compilation of learning data and baseline information. Given that we have not yet reached this point in criminal justice, human decision makers are an important part of decision making.\textsuperscript{46} Therefore, the interaction between human AI preparation, non-human decision preparation (AI), and human decision making provides the framework for analysis;\textsuperscript{47} there is therefore no precise differentiation between "artificial intelligence" and other data-driven decision-making regimes in criminal law. The discourse on artificial intelligence in, for example, the (U.S.) criminal justice system encompasses a hodgepodge of computational technologies ranging from decades-old practices to machine learning algorithms that were not possible before the era of "Big Data."\textsuperscript{48} Broadly speaking, these technologies are a mix of new and old statistical methods that measure the strength of associations between a set of data points and an outcome. These techniques are correlational at their core - their results are typically in the form of probabilistic distributions that are read as forecasts or predictions of future events. In criminal justice, the data used to build these statistical models is typically administrative information collected by local police departments and court administrators and then interpreted using probabilistic computational methods.\textsuperscript{49}

In many cases, it seems difficult for legal users to understand, calculate, or even reconstruct the operations performed by the AI.\textsuperscript{50} In view of this, the AI is given some


\textsuperscript{45} Christopher Wylie, Mind\textsuperscript{*}ck: Inside Cambridge Analytica’s Plot to Break the World, 2019, provides a political ethics engineering perspective on right-wing authoritarianism, disinformation, agency and self-determination, and challenges to democracy and elections.


\textsuperscript{47} Chelsea Barabas, Beyond Bias - Re-imagining the Terms of Ethical AI in Criminal Law, 2019, SSRN-id3377921, S. 4.


specific authority in decision making. As long as there is no user who would actually be able to monitor the decisions made by the AI, the decision-making process cannot be efficiently challenged. In legal terms: there is no viable argument and factual basis to challenge this decision. This problem becomes apparent, for example, when an attempt is made to file appropriate motions for evidence. Since these are only intended to create the basis for uncovering errors, no concrete evidentiary error can yet be named. The request can be treated as a mere request for evidence or, after the 2018 reform of Section 244 of the German Code of Criminal Procedure, almost certainly be rejected as a so-called "request for evidence in the blue" without further justification.

Another problem that is very common in legal classification by AI also occurs in our context: the fuzziness of causality or the resolution of attribution. Insofar as the evaluation process of AI cannot be traced, there is, as it were, a black box in the middle of the criminal attribution process and the criminal attribution process. The use of AI to investigate suspicion can sever the chain of causation or attribution of responsible human action. In the substantive area of criminal product liability law, it is well known that it is often impossible to hold a specific person on the manufacturer's or seller's side responsible for accidents involving automatic vehicles because it is not possible to trace why the decision-making process was flawed. In some cases, the decision that violates legal interests is not, strictly speaking, faulty, but rather logical for an AI based on programmed assumptions, such as the greatest benefit for the greatest number of people. The ethical problem should be addressed in the context of fairness. This has its counterpart in the attribution of suspicion: as long as the learning and basic data are not known and their selection criteria are not disclosed, as long as the analysis and decision-making process cannot be deciphered, the attribution of the accused position solely on the basis of an AI-based analysis process is a violation of the presumption of innocence.

Moreover, since doubtful decisions cannot be mapped in a binary structure, recidivism predictions are also hardly possible in a constitutional manner. Accordingly, for the time being, AI can only be used in criminal prosecution for cross-checking human decision-making processes. The complete relocation of criminal law evaluation decisions or the replacement of human decisions by AI-based decision-making regimes would be unconstitutional, in this respect, in the German context.